
Computational methods for design and optimisation

Design approaches

1. Start with some initial configuration (e.g. an airfoil profile)

2. Analyse how well the initial design performs in terms of some objective(s), perhaps 

while satisfying some constraint (best cruise L/D, given some minimum t/c)

3. Perform several/many cycles involving modification to the design and re-analyses of 

performance so as to find the best possible solution, given some limits on the total 
computational effort

The idea is to combine computational predictions of performance of a component or even a whole 
configuration with automated procedures to generate new trial designs, and search for a better, or 
the best possible (optimal), design.

The two design approaches are direct and inverse.

Direct

Inverse
1. Start with some prescribed behaviour we wish to achieve (e.g. a specified pressure 

distribution)

2. Try to find a configuration that produces the prescribed behaviour.

Which of these approaches is best depends on the particular problem, the available computational 
methods and resources.  Direct methods are probably the most often used in general design, but 
inverse methods are common in wing design.

See Keane & Nair, Computational Approaches for Aerospace Design, Wiley 2005, for a 
comprehensive review of direct/optimization methods.



Example of subsonic wing aero design trade-off decisions

From June 2004 issue RC Soaring Digest.
These are the three things we can adjust

Example of subsonic wing design trade-off decisions



Transonic wing design methodology

Mod.no Modification Reoson

1

lncrease the thickness of the
forward part of the root section.
Decrease the thickness of the rear
part of the root section.

To obtain similar chordwise upper-
surface velocity distributions due to
thickness along the span.

2
lncrease the thickness-chord ratio
of the root section.

To obtain identical chordwise upper-
surface velocity distributions due to
thickness alono the span.

3

Decrease the positive camber or
apply negative camber on the
root section.

To adapt the pattern of the chordwise
upper-surface velocity distribution
due to lift to that of the basic airfoil
section.

4
lncrease the incidence of the root
section.

To obtain identical chordwise upper-
surface velocity distributions along
the span.

These four modifications together should lead to straight swept isobars over most of
the winq upper surface in the desiqn condition.

5
Modify the wing lower surface
along the span (mostly on the
inner winq).

To obtain the desired spanwise
distribution of the local lift
coefficient.

6
Modify the lower surface velocity
distribution on the root section
reoardino front and rear loadino.

To minimise the wing pitching
moment.

7 Modify the leading-edge region
on the outer winq

To obtain satisfactory stalling
characteristics

Toble 22.1 - Summary of modifications to be performed on a plone tapered swept wing with constant
airfoil sections in order to obtain a wing with sotisfoctory high- ond low- speed choracteristics

This is strongly influenced by trying to get straight upper surface pressure contours while maintaining 
adequate lift and handling.

ESDU 97017 (transonic) Wing design process – 1
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ESDU 97017 (transonic) Wing design process – 3



ESDU 97017 (transonic) Wing design process – 4
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Choice of design variables — 1
The general principle is to choose as few design variables as possible, partly because the 
computational design process (direct or inverse) is iterative.  If there are N design variables then 
the design space is N-dimensional. 

Example: defining an airfoil surface

Some possibilities:

1. Use some analytic expression, or several expressions defined over intervals, to provide 
a continuous analytic description of the surface.


2. Define a smaller set of airfoil coordinates and interpolate directly between these.

3. Take an existing basic airfoil shape and define a series of shape modification functions 

(e.g. the Hicks-Henne functions) that modify the contour.

4. Use a B-spline control-polygon to define the surface.

Options 3 & 4 are the most commonly used.

We need a large number of grid points to accurately compute the flow field.  So in the design 
setting one choice is to use  the airfoil locations at all the mesh points as variables.
However, this is a bad idea!  If each grid point location is taken as an independent design variable 
then there will be a very large number of variables.
It is generally best to decouple the specification of the design from its physical realization, i.e. we 
look for an efficient way to parameterize the surface shape.

Choice of design variables — 2
Hicks-Henne shape modification functions
1. Say we start with a NACA0012 airfoil.  Then a completely different airfoil can be generated by 
adding a set of ‘localized’ functions to the baseline shape.

2. A commonly used family of shape functions are from Hicks & Henne (1987) J Aircraft 15(7).  
These are continuous, and continuously differentiable.

5. These functions are useful for making local modifications to airfoils, but for direct design, B-
spline representations are generally preferred owing to their greater flexibility.

3. Parameters t1, t2 control the characteristic shape of the 
curves, altering their localisation and spread.  These 
would be fixed along with the number of shape functions.

x/c

f (x/c)

The new airfoil is defined in terms of 
the coefficients Ai as well as shape 
functions fi(x).

4. The design variables are the coefficients Ai.

Top surface

Bottom surface



RAE2882 airfoil,

approximated 
using B-splines.

Choice of design variables — 3
B-spline polynomials (a.k.a. NURBS)

1. Let p(t) be the position vector along a curve, specified by the parameter t.

2. A B-spline is defined by

where the bi are position vectors of the N+1 defining polygon vertices and the Nik are normalized

B-spline basis functions.

3. The ith normalized B-spline basis function of order k (polynomial degree k-1) is defined by the

recursion formulae

and

where the xi are the elements of an ordered 1D knot vector (xi ≤ xi+1)

4. Each side of an airfoil is then defined by assigning a 
starting base polygon and allowing each vertex to move 
within a defined range.  One would check that the airfoil 
surfaces do not cross and perhaps that a minimum 
thickness was achieved at spar locations.

5. The design variables are given as the array of locations of the 
vertex points X(bi).

Direct design — 1
1. A number of methods exist for direct design optimization.  We will briefly consider 
unconstrained gradient-based optimization.
2. Optimization consists of minimizing/maximizing the value of the objective function which is a 
scalar function of a vector of design variables.
3. In unconstrained optimization the objective function needs to be chosen with care.  For 
example, designing an airfoil to minimize Cd produces an airfoil of zero size.  A better choice 
might be to maximize L/D.

4. A contour plot of the objective function against the design variables is often called a fitness 
landscape.  This might be difficult to visualize if there are more than two design variables.

5.  Optimization methods seek maxima/minima in the fitness landscape, hopefully global ones.

∇F is a vector that 
points in the 

direction of most 
rapid increase in F 
at any location in 
parameter space.



3. For the case shown, this would only get us to a local minimum, whereas we’d like the global 
minimum.   A work-around might be to use a randomized set of initial design variables, but that’s 
inefficient.  We need a large number of function evaluations and that could be expensive/lengthly.

Direct design — 2

1. If the form or shape of the design depends continuously on the design variables we can use 
calculus-based methods to follow the gradient to a turning point.  Typically the gradient cannot 
be found analytically but we can approximate it by perturbing each variable in turn.

Gradient search

2. Say the objective function (e.g. L/D) is                       where u represents the flow field and x 
represents the geometry.   The geometry x (and hence u) depends on our N design variables, which 
could be our HH function coefficients/weights Ai or the B-spline knot locations bi.  Say for Ai, we 
want to maximize F (i.e. mimimize -F):

i. Perturb each Ai separately;

ii. Determine the (vector) gradient ∂F/∂Ai — the negative of this is the 

direction of steepest descent in value of F;

iii. Perturb all the Ai in this direction;

iv. Recompute -F;

v. If not a minimum, return to step i.

4. Newer techniques (adjoint methods) enable gradients to be found (with some restrictions) for a 
single function evaluation. 

5. All the methods that rely on a continuous variation in the objective function with variations in 
design variables break down if that is untrue.   Then we face brute-force combinatorial optimisation. 

Inverse design — 1
Inverse design by streamline curvature, method of Smith & Campbell, e.g. NASA TP-3045 and 
3260 (1990, 1992).

We will give an outline of the method based in inviscid theory, which is not exact but typically 
sufficient for high-Re design.  Related methods have been developed for RANS-based solution.

The method is based on relating changes in geometry to changes in pressure, based on physics.

The relationship between geometry and flow depends on whether the flow is compressible/high 
speed or incompressible/low speed.

For inverse design we indirectly 
prescribe the flowfield, usually 
by nominating the desired Cp 
distribution (NB using a small 
set of control points) and 
attempt to design/change the 
geometry to achieve this.

(Note that there is some art

in devising and parameterizing

an appropriate distribution.)



Inverse design — 2

For incompressible flow, the situation is more complicated.  Smith & Campbell combine theory 
and some empiricism to obtain

where ω is a relaxation factor (typically < 1), A = +/–1 on upper/lower surface, B is an empirically 
chosen constant and  Co = y’’/[1+y’2]3/2  is the airfoil surface curvature.  


Exponent B would be ½ according to incompressible flow theory, but in the generalization B is 
taken in the range (0, ½).

(2)

Equation (2) can be used up to Mach numbers slightly greater than unity, but beyond this it is 
necessary to use (1).  We will look at the derivation of (2) below.

For compressible flow, for small changes in airfoil slope y’, supersonic thin airfoil theory gives

so that 

(1)

then

Inverse design — 3
Derivation of incompressible flow relationship between slope & Cp.
Consider a flow with speed u along a curved streamline, radius R.

Pressure gradient normal to the streamline for inviscid incompressible flow:

From Bernoulli’s equation obtain

⇒Combine:

hence

In general the radius of curvature on different local streamlines will be a function of coordinate n,

or alternatively the curvature

and

Now it is assumed empirically that with the surface (n = 0) curvature  
and as n→∞, C→0, which is physically correct.

Let 0 denote a point on the airfoil surface, so

For small variations, 

Now integrate:



Inverse design — 4

where ω is a relaxation (damping) factor, 0 < B < 0.5 (typically 0.2), A = +/–1 for upper/lower surface.

(where A = –0.5A1) so that changes in Cp are now related to changes in surface curvature.
Now so that for small variations hence

However as C→0, a small change in radius will lead to a large change in Cp, so the above 

relationship is modified empirically to produce

The curvature so assuming the curvature changes faster than the slope,

Finally

Also (quasi-empirical) assume k∝C0, leading to linking Δcurvature to Δvelocity.

Inverse design — 5

1. We need a target pressure distribution.  Also we have to be able to compute a new 
pressure distribution given the shape of the airfoil.


2. We use finite differences to compute slope and curvature terms in the above equation.  
Starting with say the upper surface of the airfoil we start at the leading edge and divide the 
surface into a large number of segments, the locations of the surface denoted by (xi, yi).


3. For a general location xi we can compute yi+1 and we store the difference between it and its 
old location as Δyi+1.  We compute all the Δyis to the TE.


4. Sum up all the vertical displacements to give the new location of the entire airfoil surface.

5. If the TE no longer closes, we simply rotate the new surface about the LE to force closure.

Applying the method (subsonic)

Example (with A=1, ω=1 and B=0.5)

1. Let the locations of three points on the airfoil surface be labelled P, Q, R, corresponding to 
xi-1, xi, xi+1 be P = (0.1,0.1), Q = (0.14,0.12) and R = (0.18,0.13).  Δx = const = 0.04.


2. Let the difference ΔCp = Cp(target) – Cp(actual) = 0.2.

3. Recall central difference estimates



Inverse design — 6

Inverse design — 7
Example results

Inviscid/Transonic/2D RANS/Transonic/2D

Starting pressures

Target pressures

Optimised pressures

RANS/Transonic/3D



Wind Tunnel Testing

Types of wind tunnel — 1
Steady flow

1. Most subsonic and transonic tunnels are of this type.

2. May be open or (more typically for larger facilities) closed circuit.

3. Specialized types:


a. Boundary layer (BL research, or model atmospheric BL/wind engineering)

b. Car test (moving floor, dynamometer)

c. Spin/free flight

d. Cryogenic

e. Anechoic

f. V/STOL

g. Propulsion

Transient flow
1. Most supersonic/hypersonic tunnels are of this type. Variants:


a. Blowdown (from high-pressure reservoir) or indraft (to low-pressure reservoir)

b. Shock tube (burst a diaphragm)

c. Gun (shoot a high-speed/lightweight piston)



Types of wind tunnel — 2

Open-circuit Closed-circuit

Vertical/spin

Subsonic

Boundary layer type

Types of wind tunnel — 3

Closed-circuit transonic
Closed-circuit supersonic

Blow-down supersonic

Shock-tube hypersonic

Indraft supersonic

Super/hypersonic



Types of model/support/tunnel

Half model

Rear sting

Upper sting

Flying model

Flutter

Spin
Moving floor

Force balances



1. Model and wake blockage effects (speed-up/distortion of flow, variation of pressure gradient).

2. Lift correction effects (image vortices).

3. Wall boundary layers:


a. As they grow they reduce the effective cross-sectional area of the working section and 
produce streamwise pressure gradients;


b. They may interfere particularly severely with half-span models.

4. At transonic/supersonic speeds:


a. Shock wave reflections;

b. High sensitivity of flow to model blockage.

Technical challenges — 1
1. Scale effects: where Reynolds and/or Mach numbers don’t match full scale.

2. Interference effects: where the presence of tunnel walls and model supports alters the flow 

from that about an unsupported model in free flight.

3. Tunnel flow disturbances: the fans that drive the tunnel, guide vanes to turn the flow, and 

tunnel walls may each introduce disturbances/turbulence to the flow which may affect 
transition behaviour of the model BL.  (A ‘clean’ aerodynamic test tunnel should have a 
test-section turbulence intensity — standard deviation/mean — less than ∼0.2%. This is 
difficult to achieve: no Monash flow facility is this clean: best values are of order 1%.)

Interference effects

Dealing with interference effects
1. Apply theoretical/empirical corrections.

2. Reduce model size but beware of Reynolds number effects.

3. Use tunnel with ventilated (slotted or perforated) walls. 

4. Reduce the effects of shock-wave reflection.

5. Use adaptive walls — walls are aligned with far-field flow streamlines.

Technical challenges — 2

Dealing with flow disturbances
1. Use large-ratio contractions upstream of working section (subsonic only).

2. Use screens upstream of working section (again, subsonic).

3. Use flow straighteners/vanes.

4. Attention to tunnel and fan aerodynamic design to avoid flow separation.

5. Attention to tunnel aeroacoustic design to avoid duct resonances.

Semi-span models
1. Symmetry provides a 2x gain in effective tunnel dimensions.

2. Reduces cost of model and support.

3. Convenience for connecting pressure tappings and air supply (engine simulation).

4. Can only deal with symmetric flight conditions.

5. Difficulties in eliminating sidewall BL interference.



Wind tunnel data are significantly different from flight data if Re is not adequately matched.

Technical challenges — 3

Cp

With the trend to larger transport aircraft, flight Reynolds numbers have increased over time.

High-Reynolds number facilities — 1

High-Re facilities tend to be large, costly to run, and have poor productivity. 



High-Reynolds number facilities — 2
The most capable transonic tunnels are capable of testing aircraft configurations at Reynolds and

Mach numbers equivalent (or nearly equivalent) to full-scale flight conditions.  

Cryogenic cooling by injection of liquid nitrogen into the tunnel lowers the temperature to 140K

— cooling a gas both reduces its viscosity and increases density.  The working fluid is nitrogen (or air).
In addition the tunnels are pressurised up to 9atm — pressurising a gas increases its density.

These tunnels usually need an external pressure vessel.

NASA Langley NTF
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High-Reynolds number facilities — 3

European Transonic Windtunnel (ETW), Cologne



Flight testing — 1


